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Abstract—High-Level Synthesis (HLS) has become a very popular instrument to facilitate rapid development of production-ready implementations for FPGAs. Ever increasing flexibility of the frameworks, however, demands a very high level of domain-specific knowledge from the designer. Examples for such knowledge in window-based image processing are median computation and border handling. Depending on the size of the considered window, writing the code to perform such operations may become overwhelming even at very high abstraction levels. To increase productivity and to make the underlying architecture accessible to non-experts, we propose to combine HLS with domain-specific augmentations. Specifically, we propose a new language extension in form of a reduction for sorting and median computation. Furthermore, we introduce a new high-level transformation to perform multiple kinds of border treatment automatically. Both augmentations may reduce the required amount of code considerably. The increase in productivity is analyzed by comparing the lines of code necessary to specify a median filter for HLS in PAULA for synthesis using PARO and in C++ for synthesis using a commercial HLS tool.

I. INTRODUCTION

High-level synthesis (HLS) has become an invaluable tool for the automatic generation of hardware descriptions from behavioral models on a high abstraction level, so that target-specific HLS frameworks are meanwhile offered by many major OEMs [1][2]. Due to the high flexibility, efficient usage of these tools often requires detailed domain-specific knowledge, ideally about the design target and the application domain. Moreover, HLS aims at elevating the design phase to a very high abstraction level, on which it may also sometimes be difficult to implement specific structures to obtain a certain functionality. A very important application domain for HLS is signal and image processing, in which several important areas of expertise exist. For example, a signal processing expert knows when to use average or median filters, the parallelization expert knows how to efficiently parallelize the desired functionality and the hardware expert knows how to efficiently implement it on the targeted platform. In order to productively develop highly efficient hardware accelerators for this domain, the specific knowledge of all three areas of expertise must be combined. Domain-specific augmentations bring together these different areas of design experience and aim at making the efficient implementation of a certain behavior available at the high abstraction level without requiring the designer to know about the specific implementation. Although normal arithmetic operations can be handled efficiently by many HLS frameworks, advanced algorithms may require more sophisticated knowledge about the implementation of the target architecture. In this work, we augment the HLS framework PARO [3] with domain-specific reductions and transformations in order to facilitate sorting for median computation and border treatment to efficiently handle image borders. Border treatment is very important for image processing pipelines, since image dimensions must not change and not processing borders may leave visible artifacts, which may become quite large for wide kernels. To demonstrate the effectiveness of the proposed augmentations, we have analyzed the implementation of a median filter using PAULA and a commercial C-based HLS tool. The contributions of this work can be summarized as follows.

• We propose a new high-level transformation to perform several types of border treatment automatically.
• We introduce a new domain-specific language extension in form of a reduction for sorting and median computations.
• We demonstrate the productivity gain of using the proposed augmentations by comparing the lines of code necessary to implement a median filter.

The rest of this paper is organized as follows. We begin by introducing high-level synthesis and specifically the PARO HLS framework in Section II. Moreover, the section presents the proposed domain-specific augmentations for image processing. Section III presents experimental results. The work is concluded in Section IV. Related work and background is presented where appropriate.

II. HIGH-LEVEL SYNTHESIS

Recent years have shown rapid growth in the development of tools for the synthesis of hardware implementations from high-level algorithm descriptions for FPGAs. Many of the leading FPGA and IDE vendors offer their own custom solution, such as Xilinx Vivado HLS [1], the Altera SDK for OpenCL [2], and Catapult C by Calypto Design Systems [4], among others. Moreover, HLS is also researched in academia, as for instance, SPARK [5], ROCCC [6], GAUT [7], LegUp [8], and Trident [9]. All aforementioned design tools start from a subset of C, C++, or SystemC code, which already determines the execution order of the program. In contrast to the aforementioned approaches, Bluespec [10] is a design system, based on System Verilog, which targets both compute and control intensive applications. Other examples for generating hardware from custom languages are LIME [11] and Kiwi [12]. In addition, HLS from domain-specific languages aims at making hardware-related aspects of high-level synthesis more accessible to users by providing abstractions related to the
domain. Existing tools include Spiral [13], which is closely oriented on signal processing. Optimus [14] concentrates on streaming applications, or a recently proposed tool by George et al. [15], introducing a DSL for hardware implementations based on Scala. Most of the parallelism contained in the original mathematical model of the algorithm is lost during the transformation to sequential code. Although this enables synthesis of sequential hardware, extensive effort must be applied in order to obtain a parallel implementation. To still remain in the popular C-domain, efforts have been made to target C-like parallel languages, like OpenCL, for example by SOpenCL [16] or Coole et al. in [17], and CUDA in [18]. The here used high-level synthesis framework PARO [3] allows for the formulation of the algorithm in very close relation to the mathematical description using a functional language, called PAULA [19] and uses the polyhedron model [20] to optimize the program for parallel implementation in the form of a processor array.

A. The PARO HLS Framework

The design flow of PARO is depicted in Figure 1. High-level transformations, which can also often be found in modern software compilers, optimize the program to be represented in the polyhedron model. As a second step, polyhedral transformations are used to restructure the program for parallel implementation as a hardware accelerator. Polyhedral transformations, supported in PARO, include, for example, affine transformations, such as loop reversal, loop interchange, and loop skewing, which are popular instruments for the parallelization of algorithms. Moreover, the polyhedral transformations in PARO perform loop perfectization and loop unrolling to enhance and expose parallelism. Specifically advantageous to signal processing algorithms are transformations to avoid bottlenecks, such as localization, and loop tiling [21]. In order to preserve clean program code, instructions for transformations and optimizations are collected separately in a script file. After the program has been suitably restructured, PARO performs a so called space-time mapping to place and schedule the operations. The space-time mapping assigns each iteration point a processor, referred to as allocation, and a point in time to execute the iteration. For hardware implementations, it is not sufficient to only determine a global schedule for the iterations. Instead, also a local schedule must be determined to specify the start points for the individual statements of the loop iteration. Here, the local schedule must be determined to achieve an ideal overlapping of the iterations (software pipelining) to obtain the required iteration interval (II), that is, the amount of clock cycles between the start of successive iterations. In order to achieve maximum throughput for an accelerator, it is often more important to obtain the minimum II and allow a longer latency for the local schedule. Scheduling is performed in close relation to the assignment of functional operators to the arithmetic operations of the statements, which is referred to as binding. Hardware synthesis of the restructured program after allocation, scheduling and binding is the last step, which yields a synthesizable hardware description in a language, such as VHDL. For this, PARO must generate descriptions of the processor elements, the interconnection and control structure, as well as the interfaces. Although the framework supports interfacing RAM structures, limited internal memory of FPGAs leads to choosing streaming interfaces for image processing. In order to avoid expensive re-reads, PARO automatically determines the life time of internal variables and generates appropriate input pixel buffers accordingly. The write semantics of the buffer equals those of a shift register. During the development process, the designer can validate the performed transformations via the built-in simulator, which can also be used to generate a VHDL testbench in order to verify the resulting hardware description in an external simulator against the golden reference model.

B. Image Processing and Border Handling in PAULA

Image processing can be broadly classified into point, global, and local operators. A point operator maps each pixel of the input image to a single pixel in the output image. Typically, point operators are used to perform tasks, such as inversion, brightness and contrast alterations or color scheme transformations. Global operators, in contrast, require the complete image for the computation of the output. Local operators use a local region of pixels in the input image to derive a single pixel of the output image. Examples are window-based image filters. Using local operators as in filtering an image with a (constant) kernel is one of the most common tasks. It is a discrete 2D convolution of the image and the kernel, basically a 2D FIR filter and is therefore a linear operation. Typical kernels are, for example, a Gaussian, rectangular, or Hann window for smoothing the image, and Sobel or Laplacian for segmenting images like detecting edges. Despite the obvious benefits of using general purpose languages, such as C/C++ or JAVA for design entry, these languages have the disadvantage that their semantics already enforce a certain order of program execution. Instead, we propose the use of a functional domain-specific language, called PAULA, that is especially well suited for specifying applications with multi-dimensional data-flow, for example in the form of nested loop programs, which usually occur in image processing with a local operator. Our functional language is based on the mathematical foundation of dynamic piecewise linear/regular algorithms (DPLA) [19]. When modeling image processing algorithms, designers naturally consider mathematical equations.

![Program in the PAULA Language](image.png)
Specifying these in the PAULA language is very intuitive, as reductions that implement mathematical operations, such as \( \text{sum} \) (\( \sum \)), or \textit{product} (\( \prod \)) can be used. For illustration, consider a simple averaging filter. We denote images \( X \) by a two dimensional array of dimension \( (M \times N) \). The address \((i, j)\) defines the spatial location of a certain element of the image, where \( i \) \((0 \leq i < M)\) and \( j \) \((0 \leq j < N)\) are the row and column indices, respectively. The pixel element \( X(i, j) \), often referred to as a \textit{pixel}, represents an intensity value. Applying an averaging filter as a local operator on a window of size \( w \times w \) (with \( w \mod 2 = 1 \), that is, \( w \) is odd), can be mathematically described using the radius \( r = \lfloor w/2 \rfloor \) of the window as follows

\[
\bar{X}(i, j) = \frac{1}{(2r+1)^2} \sum_{l=-r}^{r} \sum_{m=-r}^{r} X(i+l, j+m).
\]

In the following, we will show that the filter specification in PAULA, is as compact as the mathematical formulation. A natural question that arises when considering window-based algorithms is how to treat the image borders, for which a part of the window lies outside of the image data. One option is to simply ignore the border pixels which will decrease the output image in size by \( r \) in each dimension. Such a size reduction is often unwanted, since successive sliding window operations would decrease the image size at each turn. Another option is to perform border treatment and, for example, only process the inner image elements for which the window covers valid image data as illustrated in Figure 2(a) and also shown in the following PAULA code listing.

\begin{verbatim}
PAR (i >= 0 and i < M and j >= 0 and j < N)
{
    x_out[i,j] = SUM(l>=-R and l<=R and
                      m>=-R and m<=R) X(i+l, j+m) / W^W
    if(i >= R and i < M-R and
       j >= R and j < N-R);
    x_out[i,j] = x[i,j]
    if(i < R or i >= M-R or
       j < R or j >= N-R);
}
\end{verbatim}

Here, the condition proceeding the statements is an iteration dependent condition, which causes the statement to only be scheduled in the specified iterations. Although this type of handling the image borders might be tolerated for small window sizes, using the technique for large kernels would leave large areas of an image unprocessed. Using the techniques shown in Figures 2(b) to (d) mostly give acceptable results, meaning that there is no perceptible degradation towards the borders of the image. Although a slight distortion (depending on the window size) may occur, if there are some diagonal structures. Filling up the missing pixels with a constant value, as shown in Figure 2(e) tends to \textit{pull} the filtered value towards this constant because more and more of the window is now filled with this constant. For example, choosing zero as the constant causes the image to become darker at the borders. Specifying the mentioned border handling strategies can be a lot of code to write, even for small windows. For instance, a window with radius \( r = 1 \) (3 \( \times \) 3 pixels) already must consider nine different cases for every pixel in the window, mirroring border treatment requires 81 additional statements, as there are nine different cases to consider. As a contribution in this work, we introduce a new high-level transformation to easily facilitate \textit{border handling in high-level synthesis} for FPGAs.

The transformation supports several possibilities for border handling, which are depicted in Figure 2. By performing border handling using the transformation, the iteration dependent conditions in the above presented example can be removed, which greatly simplifies the code. Internally, the transformation creates a new variable for each window element and assigns iteration dependent conditionals to the variables. Let \( W_X(i,j) \) be a square 3 \( \times \) 3 matrix, representing the neighborhood of pixels in a local window centered on a location \((i,j)\) of the image \( X \) with radius \( r = 1 \).

\[
W_X(i,j) = \begin{bmatrix}
X(i-1,j-1) & X(i-1,j) & X(i-1,j+1) \\
X(i,j-1) & X(i,j) & X(i,j+1) \\
X(i+1,j-1) & X(i+1,j) & X(i+1,j+1)
\end{bmatrix}
\quad(1)
\]

For the upper left element of \( W_X(i,j) \), \((i-1,j-1)\), the transformation for mirroring border treatment (refer to Fig. 2(d), using \textit{Mirror 101}) replaces all occurrences of the element with a new variable \( x_0 \) and produces the following PAULA code to specify the border cases.

\begin{verbatim}
PAR (i >= 0 and i < M and j >= 0 and j < N)
{
    // inner image
    x_0[i,j]=x[i-1,j-1]
    if(i>0 and i<M and j>0 and j<N);
    // upper left corner
    x_0[i,j]=x[i+1,j+1] if(i==0 and j==0);
    // upper border
    x_0[i,j]=x[i+1,j-1] if(i==0 and j>0 and j<N);
    // upper right corner
    x_0[i,j]=x[i+1,j-1] if(i==0 and j==N-1);
    // left border
\end{verbatim}

\[\text{(a) Undefined}\]  
\[\text{(b) Clamp}\]  
\[\text{(c) Mirror}\]  
\[\text{(d) Mirror 101}\]  
\[\text{(e) Constant}\]  

Fig. 2. Border treatment variants for window-based image processing for windows of radius \( r = 2 \).
As mentioned before, PARO analyzes input data dependencies and creates appropriate input pixel buffers to minimize memory accesses. As the border treatment only reads from the input pixel buffer, it does not require any additional memory and only creates minimum logic overhead.

C. Sorting and Median Computation

In addition to common arithmetic operations, image processing also often requires to determine the median, as for example, when using median filters for reducing salt-and-pepper noise in a corrupted image. To compute the median of a set of values, it is first required to at least partially sort the set. Functional languages provide a rather convenient means of describing such a reduction operation, which allows for a sorting and domain by including sorting and median computation as the language we augment its capabilities in the image processing in [22]. As reduction operators are a key feature of the PAULA single assignment sorting algorithm presented by Rao, et al., set. Functional languages provide a rather convenient means of a set of values, it is first required to at least partially sort the pepper noise in a corrupted image. To compute the median of example, when using median filters for reducing salt-and-

C. Sorting and Median Computation

In addition to common arithmetic operations, image processing also often requires to determine the median, as for example, when using median filters for reducing salt-and-pepper noise in a corrupted image. To compute the median of a set of values, it is first required to at least partially sort the set. Functional languages provide a rather convenient means of implementing this, for example, a classic solution exists in the single assignment sorting algorithm presented by Rao, et al., in [22]. As reduction operators are a key feature of the PAULA language we augment its capabilities in the image processing domain by including sorting and median computation as the SORT and MED reduction operators, respectively. The syntax for describing such a reduction operation, which allows for a compact and intuitive description style, is as follows:

```plaintext
// sorting
SORT [iteration_space] (expression);

// median computation
MED [iteration_space] (expression);
```

For instance, a noise reduction median filter operating on 3×3 windows can be intuitively written in PAULA.

```plaintext
PAR (i >= 0 and i < M and
    j >= 0 and j < N)
{ y[i,j] = MED[k>=-1 and k<=1 and
              l>=-1 and l<=1] (x[i+k,j+l]);
}
```

The first step that PARO must perform for both reduction operators, is to automatically implement a sorting algorithm for the given input space. The two-dimensional sliding-window is linearized and embedded into a four-dimensional data structure, where apart from i a defining the first two dimensions, the third dimension is used to determine the largest value of the current window and the fourth dimension propagates the minimum between two adjacent values (see Fig. 3). PARO automatically inserts the necessary instructions as well as iteration dependent conditions for sorting the given input space. Note, that although it is necessary to use the full systolic implementation for sorting, the median computation only requires a subset of the necessary operations.

III. Experimental Results

We have analyzed the domain-specific augmentations proposed in this work with respect to the gain of productivity and the quality of the generated results (QoR). The gain in productivity can be substantial, especially for border treatment of large windows. To also quantify the quality of the generated result, we have designed a comparable accelerator architecture for streaming data and a median filter using the same algorithm for sorting in C++ and used a commercial HLS tool for synthesis. Both designs were scheduled for an iteration interval II=1, i.e., a new pixel is processed in each clock cycle, and were implemented using Xilinx Vivado 2013.4 for a Xilinx Kintex-7 (XC7K325T-2FFG900C) FPGA. The required lines of code (LoC), type of border treatment (BT), achieved local and global latency (L_l and L_g, respectively), as well as post place and route results, specifying the required amount of look-up tables (LUT), registers (FF), block RAM (BRAM) and the maximum clock frequency (F [MHz]), are listed in Table I. As border treatment and median filter computation are achieved using the proposed domain-specific augmentations, the window size of the median computation can be increased without having to change the actual implementation. In contrast, the C++ implementation requires more LoC, since many parts of the streaming-data based design, such as an appropriate input pixel buffer, the border treatment and the sorting algorithm must be hand-coded. PARO, on the other hand, generates a buffering structure for input pixels automatically. Moreover, the border treatment and the median computation must also be included explicitly in the C++ code. The number of lines of code required for the specification of the median filter in PAULA (LoC_P) and C (LoC_C) indicate that the augmentations may provide a substantial gain in productivity (Prod. = LoC_C/LoC_P). Also, the generated implementations are in an equal range for QoR. Small filter window sizes can be implemented rather efficiently, reaching very high clock frequencies of close to 400 MHz and using only a very small subset of FPGA resources. As the window size increases,
TABLE I. SYNTHESIS AND IMPLEMENTATION RESULTS OF A MEDIAN FILTER FOR 512 × 512 IMAGES.

<table>
<thead>
<tr>
<th>w × w</th>
<th>BT</th>
<th>PARO</th>
<th>C++ HLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LoC</td>
<td>L1</td>
<td>Lg</td>
</tr>
<tr>
<td>3 × 3</td>
<td>None</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>3 × 3</td>
<td>Mirroring</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>5 × 5</td>
<td>None</td>
<td>22</td>
<td>37</td>
</tr>
<tr>
<td>5 × 5</td>
<td>Mirroring</td>
<td>22</td>
<td>37</td>
</tr>
<tr>
<td>7 × 7</td>
<td>None</td>
<td>22</td>
<td>73</td>
</tr>
<tr>
<td>7 × 7</td>
<td>Mirroring</td>
<td>22</td>
<td>73</td>
</tr>
</tbody>
</table>

however, the filters demand a substantial amount of FPGA resources and the routing congestion significantly deteriorates the achievable clock frequency.

IV. CONCLUSIONS

In this paper, we have presented domain-specific augmentations for high-level synthesis in the image processing domain. We have shown efficient handling of image borders in form of a high-level transformation and we have proposed new reductions to facilitate sorting and median computation. Both concepts are very important for advanced image processing algorithms, however, their implementation requires domain-specific knowledge and usually involves many lines of code. Including these operations as domain-specific augmentations in HLS makes efficient implementations accessible on a high abstraction level and may improve productivity significantly. To the best of our knowledge, no other established HLS tool may start with an algorithmic description being so close to the domain of image processing and as compact as mathematical reduction operators. Our evaluation has shown that by using the augmentations, productivity can be increased by lowering the amount of required lines of code significantly, whereas the generated accelerator achieves similar performance and resource requirements as an equal representation synthesized using a commercial HLS tool. Moreover, the proposed augmentations allow the designer to change the window size of local operators without having to adjust the implementation. In comparison, the C-based approach, lacking such augmentations, must be adapted to the window size, which requires the designer to create different implementations to explore the design characteristics.
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